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Introduction

The Indian judiciary has undertaken sustained efforts to modernise and digitise the systems for managing records and conducting various processes that are part of the life cycle of a case. Among the most recent developments is the introduction of applications that members of the judiciary, including the recently retired Chief Justice of India (CJI), Justice S.A. Bobde, have referred to as ‘Artificial Intelligence’ (AI). At present, these include the ‘Supreme Court Vidhik Anuvaad Software’ (SUVAS), which is used to translate judgments of courts from English into Indian languages; and the ‘Supreme Court Portal for Assistance in Courts Efficiency’ (SUPACE), a tool to help judges conduct legal research.

While the functions of these particular applications are clear, the Supreme Court has not published any details on their internal workings or whether any rules, guidelines, or policies have been instituted to regulate the development and use of such applications. This raises multiple questions. Administrative decisions have an impact on judicial decision-making, what steps can be and have been taken to act upon this guarantee? How is the judiciary drawing boundaries between AI and related concepts such as automation and machine learning? What measures are being taken to ensure accountability for adverse events resulting from deploying these AI technologies? Perhaps most importantly, what does the judiciary mean when they refer to AI, and by what means can it be regulated?

This paper proposes that many of these questions can be adequately addressed by regulating algorithms, for two reasons. One is that algorithms form the building blocks of digital technology and are the mechanisms underpinning any technology that can be considered to be AI, irrespective of whether they can be regarded as ‘intelligent’. The other reason is that the use of the term ‘algorithm’ is backed by a broad consensus, and does not raise contentious definitional debates, and its usage has been more consistent. Algorithms form the building blocks of all automated processes, They serve as a better starting point to explore the use of automation in the administration of justice, as they direct

2 https://main.sci.gov.in/pdf/Press/press%20release%20for%20law%20day%20celebratoin.pdfs
4 As of May 2021
6 Donald E. Knuth. ‘The Art of Computer Programming, Vol. I/Fundamental Algorithms’. For the definition of algorithm used in this paper, see the next section.
every use of technology in place of a task that was previously (or is currently) performed by humans. As a result of this choice, we refer primarily to algorithms throughout this paper, rather than ‘AI’, unless we refer to sources that use the term ‘AI’.

The digitisation of judicial processes presents a unique set of opportunities and challenges. While doing so opens up possibilities to increase access to justice, there are numerous unaddressed concerns, particularly with regard to transparency and discriminatory patterns that can result, in addition to other ethical issues. This paper proposes an approach to creating a regulatory framework for algorithmic accountability that will address these challenges, emphasising the issues raised by the deployment of advanced algorithms that are substituted for more complex acts of human decision-making.

Section 2 provides a discussion of some basic concepts, clarifies our use of them, and indicates how they would be applied to a judicial context. Section 3 describes the functions and capabilities of algorithms in this context. Section 4 discusses the ethical concerns regarding algorithmic accountability in the use of advanced algorithmic decision-making systems in the judicial context. Section 5 provides an overview of the efforts of other jurisdictions to incorporate and regulate algorithms in a judicial context. Finally, Section 6 describes the regulatory challenges for their use in this context and discusses how regulation can address them.
Section 2:
Terms, concepts, and definitions
This chapter defines terms and concepts relevant to algorithmic accountability, and where necessary, clarifies our use of them in this paper. We are doing so for two reasons. Firstly, the ambiguity about many of these terms makes it necessary to clarify our interpretation of them. Secondly, our choice of a given interpretation has implications for the nature of technologies and use cases that this paper proposes. This would affect the proposed policy and regulation, given the ethical and legal implications of algorithmic technologies in the judicial sector.

**Artificial Intelligence (AI)**

Attempts to define AI have been made since the inception of the field, but with little consensus. Defining AI requires consensus on the meaning of intelligence, which is highly contested subject. How researchers define AI has historically determined the path of research they pursue and the technological capabilities that ultimately result from their work. We provide an overview of these definitions and how they influence approaches in AI development. This shows the wide range of interpretations of the term AI and how these are problematic in the judicial context. We group together technologies conventionally regarded as AI, irrespective of whether they meet philosophical and psychological criteria for intelligence.

Russell and Norvig recommend defining AI as the ability to act rationally rather than in terms of achieving ‘thought’ or in terms of human behaviour. They argue that it is still possible to act rationally when information is uncertain and because rationality can be logically and mathematically defined, making this approach easier to apply to computers.

In addition to the general challenges of defining AI, there are additional challenges to defining it to prescribe, mandate, and regulate its use in law and the judicial system. As later sections will reveal, there is a diverse range of technologies, capabilities, and developmental approaches that fall under the umbrella of AI. This raises the question of whether the definition, or even the term itself, is an adequate grouping of technologies for policy and regulatory purposes. For judicial applications of AI we need a precise definition. Others have attempted to resolve this dilemma by defining the aspects of AI that are seen to need regulation. This avoids reliance on contested abstractions such as ‘intelligence’.

The Centre for Internet and Society defines AI as ‘a dynamic learning system that can be used in decision making and action’. This captures its learning and decision-making capabilities, an advantage over the earlier definitions since these recent developments are the main cause of concern from a regulatory perspective. However, it omits mention of the lack of a human in this system, or the ability to act, learn, and make decisions without human intervention. Jacob Turner defines it as ‘the ability of a non-natural entity to make choices by an evaluative process’. Though this definition does not mention learning capabilities, its broader scope (inclusive of non-learning algorithms) and mention of non-natural entities both emphasises a degree of removal from human beings, while allowing for the future possibility of AI creating other AI.

While Russell and Norvig advocate the ‘rational agents’ approach to defining AI, Jonas

---


Schuett observes that replacing “intelligence” with “goal” simply substitutes one term that is hard to define for another, since the term “goal” implies a degree of self-awareness. When approaching this problem from a regulator’s perspective, Schuett describes the attributes that are necessary for a satisfactory legal definition. These are the appropriate level of inclusiveness in relation to the regulatory goal, precision, how easy it is for entities to understand whether their behaviour is compliant, how easy it is to assess whether a case meets the definition and permanence. He claims that some definitions are over-inclusive, such as Russell and Norvig’s, and others can be under-inclusive, such as Turing’s, and rejects them in legal applications on these grounds. Instead, Schuett proposes avoiding defining AI itself and recommends that regulation instead be adapted to specific technologies, how they work, the use cases they are employed in, the risks they pose, and the properties of these technologies that create these risks.

It is clear that there is a lack of consensus regarding general definitions and how to define AI for regulatory purposes.

Algorithm

Algorithms are a process or procedure and the set of steps to be followed in solving a mathematical or logical problem. They are used to tell computers what to do and are used in every task computers perform, from the simplest to the most complex. Knuth describes algorithms as “a finite set of rules which gives a sequence of operations for solving a specific type of problem.,” which possesses the following characteristics:

1. **Finiteness** – it terminates after a finite number of steps
2. **Definiteness** – each step is precisely defined
3. **Inputs** – consisting of a specified set numbering zero or more
4. **Outputs** – consisting of specified set numbering one or more, and having a definite relation to the inputs
5. **Effectiveness** – meaning that all operations can be performed “exactly and in a finite length of time”

**Machine Learning**

Machine learning algorithms are a class of algorithms that can “learn” to perform better on a given task through experience. Mitchell provides the following definition:

“A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves with experience E.”

Many definitions of machine learning assert that being able to perform a task without being explicitly told how to do so is its defining characteristic. Machine learning algorithms are “algorithms that make other algorithms” and are especially useful for solving problems for which we do not have an algorithm but for which data pertaining to the problem is available. Such data provides “examples of some phenomenon” that machine learning

---

11 Jonas Schuett. 2019. ‘A Legal Definition of AI.’ Available at SSRN 3453632
12 Jonas Schuett. 2019. ‘A Legal Definition of AI.’ Available at SSRN 3453632
16 Peter Flach. Machine learning: the art and science of algorithms that make sense of data. Cambridge University Press, 2012,
18 Domingos, Pedro. The master algorithm: How the quest for the ultimate learning machine will remake our world.
19 Domingos, Pedro. The master algorithm: How the quest for the ultimate learning machine will remake our world.
algorithms use to program algorithms that perform a particular task well.20

These algorithms are built upon “models” of relationships between the outcome sought and the factors which influence it, whose interrelationship is governed by “parameters” that can be modified as the algorithm is refined through experience.21 The modifications that the machine learning algorithm makes to these parameters are those that optimise a “performance criterion”, which indicates how well the algorithm is performing the task assigned to it.

A significant factor for the recent success of machine learning is that the digitisation of institutions and processes in the public and private sectors have generated large volumes of data for machine learning algorithms to use. The E-Courts Mission Mode Project has similarly generated a large volume of data on court cases in district courts. Machine learning algorithms could use this data to perform tasks such as identifying cases that are likely to take longer to get disposed. The advantage that machine learning has over other conventional statistical analyses is that it does not require statistical assumptions about the data.22 This enables the detection of patterns that would be very difficult for humans to detect, as they may be arbitrary or require processing large volumes of data. They also automatically improve over time, whereas using conventional statistical methods to achieve similar insights may require repeated human intervention. While this has yielded great advances in capabilities, the fact that these algorithms learn on their own makes it hard to understand the reasoning behind their conclusions, which is problematic in domains where their use has ethical implications.23 These algorithms are therefore sometimes referred to as ‘black boxes’. This is especially the case for the judiciary, where the use of algorithms, even for tasks such as the listing of cases, would raise questions of fairness if these algorithms were opaque.24


22 For example, assumptions about underlying distributions within the data, particularly with regard to functional form, like linearity
Section 3:

Functions and capabilities of advanced algorithmic tools and systems
Algorithmic tools have been implemented in various jurisdictions to assist stakeholders in performing their tasks effectively. Below are examples of some of the artificial intelligence tools that have been developed in the law and justice space.

**Predictive tools**
Many companies have taken advantage of big data to analyse the profiles of judges and to predict the outcomes of cases. Such tools can be used to predict chances of winning a case, estimate the cost of litigation, and provide other analyses to litigants and lawyers. Predictive tools can provide insights by linking multiple variables with the available data to determine patterns. Scholars have warned that the use of big data in predictive analysis can lead to oversimplification of legal problems. Predictive analysis also limits the scope of use to past actions and cannot predict novel possibilities.

**Case law research**
Artificial intelligence tools can process not just written documents, but also audio and video files. Some case research tools allow lawyers to transcend text search results. For example, these tools allow lawyers to deep dive into a particular case type, see decisions that were published in a specific time and categorise them.

### Risk assessment tools
Risk assessment tools are used in the criminal justice system to make decisions on who is eligible for parole, bail etc. The prisoner is assessed based on factors like race, age, sex, prior criminal history, socioeconomic conditions, psychological evaluation etc.

In the U.S., ‘COMPAS’, a risk assessment tool has been questioned for reinforcing the existing racial bias in their justice system. Legal scholars have stressed on the fact that these tools should be ‘fair and just’ and should be trained to imbibe fundamental ethical principles.

### Artificial intelligence, algorithms and dispute resolution
Many countries are using algorithms to resolve civil disputes, including traffic cases and to decide the quantum of fines. In the ‘rule-based reasoning model,’ the system is trained with the rules and the user provides the facts and the system will arrive at a decision. In the case-based reasoning model the system is built on the system’s experience, its ability to compare and articulate reasons from other outcomes. Case-based reasoning relies on the system’s ability to use its previous successful decisions, and to recognise similar failures in advance, so they can be avoided in the future. Around the world many countries have employed hybrids of these models to resolve civil disputes, including traffic cases and to decide the quantum of fines.

---

28 Faggella, ‘AI in Law and Legal Practice – A Comprehensive View of 35 Current Applications’.
30 Dixon Jr., ‘What Judges and Lawyers Should Understand About Artificial Intelligence Technology’;
settle consumer, traffic, divorce cases, etc.\textsuperscript{33}

**Language recognition**

Another useful application of artificial intelligence in courtrooms is the live transcription of hearings. Natural language processing is used to recognize what is said in courtrooms and record it. These tools are also able to process nuances in language.\textsuperscript{34} The extent of the accuracy of the text depends on the quality of the voice and also the intuitiveness of the system.

**Digital file management**

Solutions for file management were initially based on simple software tools used to store and manage files. Big data, cloud storage and algorithms have changed how cases and documents are managed by court staff, judges, lawyers etc. The application of algorithms and artificial intelligence tools in this field has reduced the time spent on case files.\textsuperscript{35} They can help in reducing the size of the files and can assist in retrieving files from unstructured data.\textsuperscript{36} Optical Character Recognition (OCR) is a type of algorithm used by courts to manage document file management and is used during filing of cases, submissions and generally assisting litigants and lawyers.\textsuperscript{37} ‘Automated Docketing’ is another form of artificial intelligence used to automatically identify the case and types of the cases and process them.\textsuperscript{38}

---


\textsuperscript{35} Faggella, ‘AI in Law and Legal Practice – A Comprehensive View of 35 Current Applications’.

\textsuperscript{36} Faggella, ‘AI in Law and Legal Practice – A Comprehensive View of 35 Current Applications’.

\textsuperscript{37} Joint Technology Committee, Introduction to AI for Courts.

\textsuperscript{38} Joint Technology Committee, Introduction to AI for Courts.

---

**Vision (perception)**

AI tools assisting in facial recognition are advanced tools that use stored images and videos to identify people based on the available data on the system.\textsuperscript{39} In criminal investigations, video analytical tools can geotag people to a particular place and time. It can also create a 3D image that helps in recreating the crime scene.\textsuperscript{40} Video analytics can be used during online hearings to analyse facial expressions, body posture, and gaze to assist the judiciary in the evaluation of litigants\textsuperscript{41} and combat the fear of tutoring witness during online hearings.

\textsuperscript{39} UIS Technology and Architecture Committee (ITAC). Artificial Intelligence in Justice and Public Safety.


\textsuperscript{41} DAKSH. 2020. Video Conferencing in Indian Courts: A Pathway to the Justice Platform. Bengaluru: DAKSH.
Section 4:
Ethical principles
The advances in capabilities of algorithms in various fields have raised ethical questions regarding their use in various applications, and how to prevent them from harming people, whether inadvertently or maliciously. This section discusses the principles which are applicable to the regulation of algorithms, the ethical challenges that they pose, and their relevance to the use of algorithms in judicial information systems.

This section makes frequent reference to machine learning algorithms, which, as Section 2 indicated, are a sub-class of algorithms which are capable of improving their performance. Many of the ethical questions discussed here have emerged or grown in prominence specifically because of the characteristics of machine learning, such as their opacity, non-intuitive process of inference, and the difficulty of ascribing agency (and legal liability) to either an inanimate technology or human actors who use their inferences to make a decision impacting the lives and rights of others.

Transparency

This chain of logic as discussed above, commonly drives transparency concerns: observation produces insights that create the knowledge required to govern and hold systems accountable. Observation is understood as a diagnostic for ethical action, as observers with more access to the facts describing a system will better judge whether a system is working as intended and what changes are required. The more that is known about a system’s inner workings, the more defensibly it can be governed and held accountable. E.g. if an algorithm is scheduling cases for a particular judge, transparency would require the parameters the algorithm is using to perform its task and the model used to do so to be disclosed.

Primarily, transparency is a way to minimise harm and improve algorithms, though some sources underline its benefit for legal reasons or to foster trust. A few sources also link transparency to dialogue, participation and the principles of democracy.

The leading cause of widespread and institutional distrust of the use of algorithms to perform tasks with serious consequences, particularly those that can do so with a degree of autonomy, is the lack of transparency resulting from the opacity of recent technologies such as artificial neural networks, and the means of producing their output. While the learning algorithm may be open and transparent, the model it produces may not be. This has implications for developing machine learning systems, but more importantly, for their safe deployment and accountability.

It may be necessary to access code to hold a system accountable, but seeing code is insufficient. Furthermore, system builders themselves are often unable to explain how a complex system works, which parts are essential for its operation, or how the ephemeral nature of computational representations are compatible with transparency laws.

In this context, the argument favouring retaining human actors is that they can be asked to explain their reasoning in reaching any given decision, which an algorithmic process cannot.

The difficulty of achieving explainability with the development of machine learning algorithms has led to the emergence of the

---

43 Anna Jobin, Marcello Ienca and Efthi Vayena, The global landscape of AI ethics guidelines
45 Seeing without knowing: Limitations of the transparency ideal and its application to algorithmic accountability, 981
concept of ‘interpretability’, a more loosely-defined term referring to the ability of domain experts to interpret the output of a machine learning model. Part of the problem is that what is an acceptable level of interpretation varies based on the domain, the application, and the individual characteristics and beliefs of the interpreter. Some have attempted to propose approaches to defining interpretability based on characteristics, techniques, and elements of machine learning models and algorithms that are ‘thought to confer interpretability’. The main argument against the strict enforcement of explainability of algorithms is the trade-off between explainability and accuracy. Machine learning algorithms are capable of far greater performance than previous technologies, but their output is much harder to predict. Many experts make the argument that accuracy, rather than transparency, is a much more important parameter in various fields (such as medicine). However, this position will find little support in the legal context because the process is as important as the outcome in a legal proceeding. All parties to a dispute must be satisfied that the processes that lead to a judicial decision are fair, even administrative ones. This may be extended to investigating officers and other agencies in criminal cases, where explanatory standards may be applied even to human officials. The Supreme Court judgment in Olga Tellis & Ors vs Bombay Municipal Corporation quoted Laurence Tribe on this subject:

> “Whatever its outcome, such a hearing represents a valued human interaction in which the affected person experiences at least the satisfaction of participating in the decision that vitally concerns her, and perhaps the separate satisfaction of receiving an explanation of why the decision is being made in a certain way. Both the right to be heard from, and the right to be told why, are analytically distinct from the right to secure a different outcome; these rights to interchange express the elementary idea that to be a person, rather than a thing is at least to be consulted about what is done with one.”

Laurence H. Tribe, American Constitutional Law

Understanding the reasoning for a judgment is a critical element of procedural due process, and therefore any algorithms used in the judicial process must meet high standards of explainability. Using more transparent but less accurate algorithms is acceptable or avoiding them altogether until algorithms that meet standards of accuracy and transparency are both preferable to using an accurate but inscrutable algorithm in the judicial context. Frank Pasquale illustrates this trade-off and the importance of explainability:

---

46 Asking ‘Why’ in AI: Explainability of intelligent systems – perspectives and challenges
47 The Mythos of Model Interpretability Zachary C. Lipton
48 Artificial Intelligence (AI): Multidisciplinary perspectives on emerging challenges, opportunities, and agenda for research, practice and policy
53 1986 AIR 180, 1985 SCR Supl. (2) 51

A voice-parsing algorithm might predict Supreme Court votes much more cheaply than the justices and clerks arguing and writing out decisions. But no respectable legal system would substitute it for actual legal determinations, at whatever level of the justice system it might be deployed, because it cannot relate its rationale with reasons that have normative weight. Explainability matters because the process of reason-giving is intrinsic to juridical determinations—not simply one modular characteristic jettisoned as anachronistic once automated prediction is sufficiently advanced.”

One of the most significant regulatory goals for the safe and responsible use of algorithms within the judiciary is to establish standards for the explainability of algorithms. There should be a high level of consensus among all stakeholders regarding these standards and they should satisfy constitutional and jurisprudential principles, values, and doctrines. Standards for explainability should also be flexible enough to account for the contexts in which algorithms are used and how people’s demands for explainability may vary based on these contexts. The design of these standards should ensure that compliance with them should be both demonstrable and testable. While we assert that the use of algorithms, especially ‘black box’ algorithms, should be avoided entirely in judicial decision-making, these issues would still need to be addressed even for their use for apparently administrative tasks. This is because even apparently non-judicial functions can profoundly impact judicial outcomes. For example, errors in machine translation of a judgment can mean that lawyers and judges referring to an improperly translated judgment could inadvertently misinterpret it.

Standards of explainability may require the disclosure of a range of information regarding how an algorithm was used to reach a decision, including the role of the human official responsible for the decision and for oversight of the algorithm, The stated goals of its use, the data used to reach the decision; the algorithmic model itself, consisting of its input data, the relative weightage of these inputs, and what training data was used to create it; the potential for error, and the disclosure of the presence or absence of an algorithm itself. These are just some examples of disclosures that may need to be mandated by the regulatory framework to ensure algorithmic accountability for the judiciary, but some such standard of disclosure will be necessary.

**Bias**

A frequent criticism of the use of algorithms in the judiciary is on the issue of bias. Since humans create these algorithms, they inevitably—and often unconsciously—reflect societal values, biases, and discriminatory practices.

---

57 That algorithms should be designed and used in compliance with fundamental rights is a well-established principle. See the COE’s ethical charter for the use of AI in judicial systems.
The problem of fairness and bias in algorithmic systems have received considerable attention, particularly in the judicial context. The usage of the COMPAS algorithm to predict recidivism in support of sentencing decisions has been at the centre of this controversy once investigations by Pro Publica revealed racial bias in the algorithm’s predictions.61

Bias can cause harm through ostensibly administrative decisions as well. Consider the example of the obvious case for using an algorithm to perform a task currently performed by human officials, the listing of cases. Numerous ethical questions can be raised about algorithms that can easily be raised in this context and how they might affect the outcome of a case. These include concerns regarding the basis of prioritisation, the criteria used to rank these priorities, the likely chances of error and the impacts errors could have, potential biases, and the risks of ‘gaming the system’ whereby litigants, their lawyers, or other actors choose their actions so as to exploit the rules of the algorithm to gain undue benefits, among others.62

Sources of explainability may require disclosure of a range of information regarding how an algorithm was used to reach a decision. These include the role of the human official responsible for the decision and for oversight of the algorithm, and the stated goals of its use, the data used to reach the decision; the algorithmic model itself, consisting of its input data, the relative weightage of these inputs, and what training data was used to create it; the potential for error, and the disclosure of the presence or absence of an algorithm itself.63 These are just some examples of disclosures that may need to be mandated by the regulatory framework to ensure algorithmic accountability for the judiciary.

Sources of bias are varied, and can creep into an automated process at multiple points. Batya Friedman and Helen Nissenbaum describe three forms of bias that enter computer systems - preexisting bias, which originates in society, institutions, and practices; technical bias, originating in technical features of the system; and emergent bias, which comes into existence only through the use of a system in a given context.64 Pre existing bias may be sub-categorised as either societal biases65 which are a product of entrenched discrimination and prejudice permeating the dataset used, or biases originating from particular individuals that are influential in the design of the system, such as the designer themselves or a client. Technical bias can come from limitations in the design of computer tools such as how they present information, the use of algorithms that fail to account for the appropriate contextual factors, imperfections in processes designed to be random, and mistakes in translating human actions into algorithmic ones that result in the quantification of qualitative factors, forcing objective categorisation on information and decisions that are actually subjective such as interpretation of law. Finally, emergent bias can result from a system being incompatible


63 Algorithmic Decision-Making Based on Machine Learning from Big Data, Can Transparency Restore Accountability


with newly acquired knowledge of a subject or from being inappropriate for the user group it was designed for, either because of an incorrect assumption of their expertise or because of a difference of values between the user group and the designer.

Friedman and Nissenbaum’s categories are very useful as a means of thinking about where bias can come from. Still, the complexity and opacity of later machine learning algorithms mean that discerning which of these types of bias exist in a given system or tool is difficult. Many of Friedman and Nissenbaum’s categories can appear concurrently. Other useful ways of thinking about bias in this context may frame it in terms of the process - for example, Harini Suresh and John Guttag describe ‘historical bias’ as a misalignment between the state of the world and the intended values of a given application of machine learning. This corresponds to Friedman and Nissenbaum’s ‘societal bias’ category and occurs before data collection. To take a real-life example, we may not want an algorithm to discriminate on the basis of caste, but since such discrimination exists, it would creep into any data used to both train and use the algorithm.

They then describe ‘representation bias’ as occurring when the data used to develop and train the algorithm does not represent the population it would be applied to in practice. It would include forms of bias such as ‘sampling bias’, which results from bias in selecting training data and the non-representativeness resulting from the design of the algorithm itself. This bias occurs during data collection. The most typical form of this is when sampling is thought to be random, and therefore representative, when in fact an unknown factor is causing the sampling process to be non-random and therefore favour some sub-groups over others. Other forms of bias occur during the preparation of data for model development. Suresh and Guttag describe the problem as follows: “Measurement bias occurs when choosing, collection, or computing features and labels to use in a prediction problem.”

Recall from Section 2 that supervised learning models utilise labelled data, and learn to classify fresh data from the labels contained in the training data. If there is a bias in the process of assigning these labels, which fails to capture the desired quantities or characteristics adequately, then the model is said to contain measurement bias. It can happen because of variation in data quality between sub-groups in the data, differences between sub-groups in the process of measuring the characteristics used in labelling, or if the process of imposing rigid categorisation upon the data is itself flawed. For example, if the judiciary were to develop scheduling algorithms to list cases, known variations between High Courts in the practice of categorising case types would mean that unless the data is appropriately standardised, using case type as a category for a single algorithm nationwide would result in measurement bias.

The very act of fitting subjective qualities into a model can result in bias. As Ben Green observes, facts processed by machine learning algorithms are reduced to

68 Data is labelled when units of observation have been assigned categories based on a set of characteristics in the data associated with them. These categories are integral to the purpose for which the model is developed and applied.
69 Suresh, Harini, and John V. Guttag. “A framework for understanding unintended consequences of machine learning.”
quantitative parameters, leading to a bias towards giving them more importance than important qualitative factors which otherwise would balance out the quantifiable inputs to the decision. He states that “Making decisions via machine learning can therefore distort the values inherent to the task at hand by granting undue weight to quantified considerations at the expense of unquantified ones.”

Aggregation bias results from inappropriate combinations of heterogeneous groups, where developing a single model for all subgroups may be inappropriate for some or all subgroups due to heterogeneity in how the input characteristics relate to the inference sought from the model. To continue with our example of a scheduling algorithm for the judiciary, if cases of a similar type, say cheque bounce cases under S. 138 of the Negotiable Instruments Act, 1881 take varying amounts of time to dispose of due to the variation between states in practices and procedures, developing and utilising a ‘one-size-fits-all’ algorithm in all states would result in aggregation bias.

Evaluation bias occurs when the performance benchmarks used to evaluate the performance of a machine learning model do not represent the group that the model will be applied to. In other words, it occurs when the criteria used to evaluate the model’s performance do not suit the designers’ intent.

Deployment bias occurs when bias arises in the course of the use of the machine learning model. It results from a ‘mismatch between the problem a model is intended to solve and how it is actually used.’ One form of this results from individuals’ malicious and targeted efforts, such as in the use of ‘adversarial examples’. These are data inputs deliberately designed to fool an algorithm, in order to obtain an undue advantage - colloquially referred to as ‘gaming the system’. Many examples of this form of bias are apparent in the use of risk assessment tools in the USA. Even in using machine learning algorithms only in an advisory capacity, there are risks. The impulse to follow a computer’s recommendation flows from human “automation bias”—the “use of automation as a heuristic replacement for vigilant information”. In this context, Danielle Keats Citron states that “There is a possibility that humans have a tendency to endorse analysis resulting from machine learning, which is probabilistic, as a fact.”

Other conceptualisations of the sources of bias overlap with those described above, but merit discussion nonetheless. Some that concern both the design and interpretation of models are well understood by statisticians and data scientists but less so by those who may actually act on the basis of algorithmic inferences. The often-quoted saying that ‘correlation does not imply causation’ means that simply because patterns exist in the variation of two or more quantities does not mean that one exerts a causal influence over the other. The relationship may be reversed, leading to a bias aptly named ‘reverse causality’; it may be mutual, where both quantities exert a direct influence over the other, resulting in ‘simultaneity bias’; or, a third unidentified variable exerts an influence.

72 Green, Ben. “Fair’Risk Assessments: A Precarious Approach for Criminal Justice Reform.”
73 Suresh, Harini, and John V. Guttag. “A framework for understanding unintended consequences of machine learning.”
74 Suresh, Harini, and John V. Guttag. “A framework for understanding unintended consequences of machine learning.”
75 Suresh, Harini, and John V. Guttag. “A framework for understanding unintended consequences of machine learning.”
on all those in the model but has not been accounted for, resulting in ‘omitted variable bias’.\textsuperscript{79}

A common thread in the discussion of algorithms, especially in the judicial context, is debate on the role of values in the process of design. Omer Tene and Jules Polonetsky distinguish between ‘policy-neutral algorithms’ which have not been edited to conform to any policy, and ‘policy-directed algorithms’, which have.\textsuperscript{80} They note that policy-neutral algorithms may still derive from, and serve to entrench, deep-rooted social biases despite any claim of objectivity or of having been modified to correct for these biases. Any algorithms written for the judiciary would undoubtedly need to be policy-directed given the need to ensure they are fair. The process of editing the algorithm to be fair must be governed by rules and standards, it must be audited and reviewed according to those standards. The fact that an algorithm has been edited must be disclosed to whoever is subjected to a decision based on them.\textsuperscript{81} Policy-oriented algorithms, even ones that are intended to counter bias, create a different form of bias in doing so. Attempting to satisfy criteria for fairness is difficult, as multiple ways of defining and measuring it exist, and attempting to satisfy multiple parameters for fairness can be difficult or even impossible apart from very narrow conditions.\textsuperscript{82} If these conditions for fairness are incompatible with one another, attempting to correct some forms of bias may result in other forms – this hints at the fact that there is no objectively ‘neutral’ or ‘bias-free’ process or data, which makes regulation difficult. Thus, the use of algorithms as a part of deciding a case is best avoided completely.

Although significant effort has been devoted to engineering fairness into machine learning algorithms,\textsuperscript{83} there are fundamental obstacles that must be overcome. As Ben Green states: “No matter how much data and statistics are involved, however, an algorithm can never be truly neutral and free from normative values.”\textsuperscript{84} There are numerous implicit normative assumptions built into the choice to use an algorithm for a given task.\textsuperscript{85} Decisions based on or supported by algorithms, particularly machine learning and deep learning algorithms, may have intentional effects, and incidental effects.\textsuperscript{86} The judiciary would need to establish a form of human oversight with requisite authority and legal and technological expertise to oversee algorithms in any given context.\textsuperscript{87} Any regulatory framework for algorithms in the judiciary must provide a procedure to investigate and understand the role of unintended consequences of algorithmic decision-making, standards to evaluate these consequences and their justifiability along with constitutional and jurisprudential principles, and rules to hold the appropriate actor accountable. The latter include the human decision-makers themselves who may be judges or other officers; or vendors responsible for creating the algorithm. Setting standards for liability and the distribution of responsibility for harm is a significant regulatory challenge.\textsuperscript{88}

\textsuperscript{79} Mehrabi, Ninareh, Fred Morstatter, Nripsuta Saxena, Kristina Lerman, and Aram Galstyan. “A survey on bias and fairness in machine learning.”


\textsuperscript{83} See below in the activities of the regulatory authority for examples

\textsuperscript{84} Green, Ben. “Fair ‘Risk Assessments: A Precarious Approach for Criminal Justice Reform.” In 5th Workshop on fairness, accountability, and transparency in machine learning. 2018.


\textsuperscript{87} The dangers of faulty, biased, or malicious algorithms requires independent oversight - Ben Shneiderman

The issue of bias is connected to transparency. Algorithms are also often so complex that even the engineers and designers who have access to the formulae may struggle or fail to predict the outcome and effects of the algorithm’s results. This difficulty in understanding how a machine learning model solves a problem, particularly when combined with a vast number of inputs, makes the problem of minimising bias complicated. As a result, it may be difficult to pinpoint the specific data causing the issue to adjust it. If people feel a system is biased, it undermines their confidence in the technology.

All actors, public and private, must prevent and mitigate against discrimination risks in the design, development and application of machine learning technologies. They must also ensure that there are mechanisms providing access to effective remedy against harms resulting from algorithmic systems before deployment and throughout a system’s lifecycle.

**Security**

As the algorithm learns and interacts with its environment, there are many challenges related to its safe deployment. These challenges can stem from unpredictable and harmful behaviour, including the algorithm’s indifference to the impact of its actions. One example is the risk of “reward hacking”, where the algorithm finds a way of performing a function that might make it easier to reach the goal, but does not correspond with the designer’s intent, such as a cleaning robot sweeping dirt under the carpet. By performing its function in ways that the designers did not anticipate the algorithm could create unintended and unsafe effects. This may be because the reward parameter is not a perfect measure of the desired outcome, or perhaps the optimum level of that parameter is not the maximum level. It is also possible that the manner in which the algorithm resolves the problem it is presented with could have unforeseen side effects.

The safety of an algorithmic agent may also be limited by how it learns from its environment. In reinforcement learning, this stems from the so-called exploration/exploitation dilemma. This means an algorithmic agent may depart from a successful strategy of solving a problem to explore other options that could generate a higher payoff.

The ability to manipulate the training data, or exploit the behavior of an algorithmic agent also highlights issues around transparency of the machine learning model. Disclosing detailed information about the training data and the techniques involved may make an algorithmic agent vulnerable to adversarial learning.

Safety and security considerations must be taken into account in the debate around transparency of algorithmic decisions. To give an example from the application of a scheduling algorithm in the judicial context. If the workings of the algorithm are public, it can be deliberately manipulated by misrepresenting the information that it uses to prioritise cases for listing, perhaps through choosing what information to include in petitions and other documents. This could potentially be done in a manner that

---


91 The Toronto Declaration. Available at [https://www.torontodeclaration.org/declaration-text/english](https://www.torontodeclaration.org/declaration-text/english)


contradicts the intention of the designers, without sufficient human oversight and technological safeguards.

**Accountability**

Any regulatory system governing the use of algorithms in the judiciary must provide for accountability in the event that the use of algorithms results in the violation of the rights of individuals or groups. Such a regulatory system must specify how accountability is to be fixed in the event algorithm-assisted decisions violate due process and fair trial requirements. The GDPR provides the right “not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her” unless certain safeguards are met.94

However, the issue with fixing accountability for harmful decisions is that it presumes a level of transparency in the algorithm. An essential feature of learning algorithms is their ability to generate rules without step-by-step instructions. While the technique helps the algorithm perform complex tasks such as face recognition or interpreting natural language, it gives programmers less control. Unlike in non-machine learning algorithms, where the reasoning behind an algorithm’s specific output can often be explained, this is not true for machine learning algorithms. It is difficult to fix accountability when one is not able to explain why a specific action was taken. The opacity of the reasoning behind an algorithm’s actions complicates the already difficult question of software liability. It is necessary to clarify how and when the manufacturer, operator, and the programmer will be held liable.95 This is discussed in more detail in Section 6.

**Accessibility and Inclusion**

Anyone with a disability should be treated with human dignity and be included in the enjoyment of fundamental human rights. Companies and developers can use inherent respect for human dignity and human rights to act on anticipated harms. By proactively addressing negative impacts, as in the case of accessibility for people with disabilities, developers can take steps to advance human rights.96

Like all technologies before it, algorithms will reflect the values of their creators. A principle of inclusion should underlie the design of these algorithms to ensure that a range of ethical perspectives is heard. Otherwise, we risk constructing machine intelligence that mirrors a narrow and privileged vision of society, with its old, familiar biases and stereotypes.97

**Privacy**

Developments in algorithms and the proliferation of ‘big data’ allow the re-identification of people,98 and more personally identifiable information can be added to this to create complex profiles of people and make predictions about their lives.99 They render conventional regulatory means of preserving privacy inadequate to deal with emergent risks. For example, redaction or anonymisation of data has been shown to be ineffective and impermanent, and is easily subverted with the use of machine learning algorithms to reconstruct a person’s identity.100

---

96 Governing Artificial Intelligence
97 Adrienne Yapo and Joseph Weiss, Ethical Implications Of Bias In Machine Learning, 5369
In a particularly notable and alarming example, researchers were able to write an algorithm that could guess US citizens’ Social Security Numbers, an identification which exposes them to significant fraud and other kinds of vulnerability, using publicly available data. Awareness of the considerable scope for harm resulting from machine learning with big data has grown due to events such as the Cambridge Analytica-Facebook scandal, in which complex psychological profiles were used to target Facebook users with ads on the basis of their predicted political leanings.

Explainability has relevance for privacy. The inferences that algorithms can draw from data are often unpredictable, and bear little correlation to intuition. Privacy regulations often incorporate consent as a precondition for legal and legitimate processing of data. The question that emerges is whether consent can be considered valid when a person cannot reliably predict what an algorithm will infer about them. This is particularly troubling if such an algorithm is used to make a decision concerning them. A person may become the subject of a decision based on an algorithmic inference, even if their own data was not used to draw the initial inference thanks to the deductive capabilities of machine learning algorithms.

---

example given by Martijn Van Otterlo, an algorithm on an E-Commerce website can observe that people who buy a particular product are more likely to buy another, and use this inference to recommend products to new users, among whom this pattern has not yet been observed.

Many proposed policy frameworks for India, including NITI Aayog’s papers on strategy and accountability, have rightfully emphasised the urgency of adopting a privacy law to enable responsible use of AI. However, they do not address numerous shortcomings of the current proposed privacy bills. India has a data protection bill for personal data under consideration by a Joint Parliamentary Committee, the Personal Data Protection Bill, 2019. This Bill is a modified version of a bill drafted by the Justice B.N. Srikrishna Committee.

Crucially, the bill exempts the judiciary from many of its key provisions, including the rights of people to whom data pertains, called data principals, and most of the obligations of those who acquire and process their personal data, called data fiduciaries. However, the exemptions do not apply to its administrative actions. The Bill’s definition of harm, which is relevant for AI, applies to judicial data. However, this definition of harm is not connected to the misuse of data in the bill’s provisions, but is tied to the obligations of fiduciaries and penalties for misconduct.

The Bill imposes an obligation to undertake a personal data impact assessment before the use of new technologies, which would presumably include advanced learning algorithms, or genetic or biometric data. It also contains obligations to maintain accurate, current, and complete data, but does not address concerns specific to AI such as bias and representativeness. The judiciary is notably exempt from this provision, too. There are no obligations to inform a principal about automated data processing and no right to opt-out from it.

Judicial data contains a host of information that renders people vulnerable. In the absence of a comprehensive privacy framework for the judiciary, the exemptions in the already limited provisions of the Bill mean that any harm caused by algorithmic decision making within the judiciary can only be redressed through interpretation of the Constitution and other laws.

107 “personal data” means data about or relating to a natural person who is directly or indirectly identifiable, having regard to any characteristic, trait, attribute or any other feature of the identity of such natural person, whether online or offline, or any combination of such features with any other information, and shall include any inference drawn from such data for the purpose of profiling; S.3(20), PDPB 2019
108 http://lok Sabha.nic.in/Committee/CommitteeInformation.aspx? comm_code=73&tab=1 As of 3 October 2020
109 S. 36 (c), Personal Data Protection Bill (PDPB), 2019
110 S. 3(14) , Personal Data Protection Bill (PDPB), 2019
111 S. 2(13) , Personal Data Protection Bill (PDPB), 2019
113 Section 3(20) of the PDP Bill 2019: “Harm includes — (i) bodily or mental injury; (ii) loss, distortion or theft of identity; (iii) financial loss or loss of property; (iv) loss of reputation or humiliation; (v) loss of employment; (vi) any discriminatory treatment; (vii) any subjectation to blackmail or extortion; (viii) any denial or withdrawal of a service, benefit or good resulting from an evaluative decision about the data principal; (ix) any restriction placed or suffered directly or indirectly on speech, movement or any other action arising out of a fear or being observed or surveilled; or (x) any observation or surveillance that is not reasonably expected by the data principal.
115 Amber Sinha and Elonnai Hickok. 2018. ‘The Srikrishna Committee Data Protection Bill and Artificial Intelligence in India’, S. 27(1) PDPB 2019
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There are four situations in which privacy concerns arise:

1. Information collection operations, which, in a judicial context, refer to information about the parties, legal professionals and the third parties connected to the proceedings.\(^{120}\)

2. Information processing, referring to the procedures involved in using, storing, and manipulating data. From a judicial perspective, it is important to highlight two modes of information processing. One of them is secondary use: data handled for one purpose might be used for other ends, thereby frustrating the expectations that legitimated the original use. The second is the matter of exclusion, where persons might be deprived of the possibility of exercising their privacy rights because they lack adequate information about the existence and nature of the information operations which affect them. In both cases, there is an intrusion into a person’s private life, both because the unexpected uses or lack of information affect that person’s right to informational self-determination and because the omitted or reused information might constrain their decisions, for example by preventing them from seeking recourse for an automated judicial decision.\(^{121}\)

3. Information dissemination may also interfere with a person’s privacy, as it might allow access to information that the person would not want to share, to specific targets or the public in general. In judicial automation, the impact of information dissemination is particularly relevant when one considers the automation of proceedings involving confidential information, such as those concerned with children’s rights.

4. Some forms of processing of data can intrude on a person’s liberty to make decisions regarding their private life. Enforcing decisional privacy in the context of increased use of algorithmic technologies for administrative functions in the judiciary requires that one understands how automation tools may empower citizens rather than unduly restricting their decisional privacy.

### Right to a human decision

Article 22 of the GDPR endows natural individuals with “the right not to be subject to a decision based solely on automated processing including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.” On its face, it fashions an opt-out of automated decision-making.\(^{122}\) Automated decision making is a process through which a duly programmed IT system can produce a significant decision for the subjects involved based exclusively on the algorithmic evaluation of the personal data of the profiled subjects/users without the aid of human intervention.\(^{123}\)

Most systems of organisation consist of rules, and a decision-making system that is merely about obeying rules might be replaced by software quite easily. But real systems of human ordering and decision-making, even those based on rules, are not that simple. Disputes can be “easy cases”- those covered by settled rules or “hardcases” in which the application of rules is not straightforward, or where the rules contradict each other. Fair results in hard cases still depend on accessing something that remains, for now,
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human, whether we call it moral reasoning, a sensitivity to evolving norms, or a pragmatic assessment of what works. 124

However, the automation of routine procedure might help produce both a much faster legal system and also free up the scarce resource of highly trained human judgment to adjudicate the hard cases, or to determine which are the hard cases. The judiciary’s mental resources are squandered on thousands of routine matters; there is promise in a system that leaves judges to do what they do best: exercising judgment in the individual case, and humanising and improving the written rules.125

Related to this right is the right of the data subject to express their opinion. The data subject, to use the GDPR’s term, should be allowed to express their point of view prior to the use of an algorithm in a context which would impact them. The data controller should deploy measures to prevent a situation where the subject of a final decision is not consulted before the decision is taken. The other measure to safeguard the data subject’s rights, freedoms and legitimate interests is the right to contest the decision. Fulfilling this right in the context of automated judicial decision-making entails primarily appealing against the automated decision taken in the course of court proceedings.126

126 Marco Almada and Maria Dymitruk, Privacy and Data Protection Constraints to Automated Decision-Making in the Judiciary, 22
Section 5:

International Experience
The debate over the usage and ethics of algorithms and artificial intelligence in the judiciary is an important topic of discussion in many international jurisdictions. Some jurisdictions favour a generous approach to use algorithmic tools in a bid to increase efficiency, while others caution that the inclusion of advanced technology tools like artificial intelligence within the judiciary should be measured. This section will provide an overview of how some jurisdictions are engaging with algorithms and artificial intelligence within their respective judicial landscapes.

UNITED KINGDOM

The United Kingdom (UK) is currently initiating research on the use of algorithms and artificial intelligence in the judiciary. There is considerable funding allocated to examine the impact of algorithms in the judiciary. The UKRI (UK Research and Innovation) allocated a proportion of their funding to the Alan Turing Institute to work on criminal reforms using artificial intelligence.\(^{127}\) The UK has identified that regulatory issues are important in allowing the use of algorithms and artificial intelligence in the judiciary. The Law Tech Delivery Panel has been established by the Lord Chancellor to identify the various barriers to implementing artificial intelligence.\(^{128}\)

In the UK, more than ten authorities are looking into artificial intelligence regulatory aspects. No specific rules govern the use of artificial intelligence by the legal sector.\(^{129}\) The role of the Solicitors Regulation Authority (SRA) is of particular importance. The government has allocated funding of £ 700,000 to the SRA to incorporate artificial intelligence in the legal sector.\(^{130}\) As per the SRA guidelines, legal service providers incorporating artificial intelligence in their services should adequately inform their clients, to ensure that client expectations and service ethics are maintained.\(^{131}\) The principles governing legal artificial intelligence in the UK are intertwined with the data usage policies.\(^{132}\)

The UK has approached the issue of incorporating artificial intelligence in the judiciary through conceptual research. Such research will inform frameworks for the legal engagement of artificial intelligence in the UK. The most prominent ones are at the Oxford Internet Institute, studying the constitutional implications of artificial intelligence in the judiciary. Such projects ensure a rigorous principle-based approach to the use of artificial intelligence in the judiciary.

EUROPEAN UNION (EU)

The EU High-Level Expert Group on Artificial Intelligence highlighted two factors to be considered when deciding on the use of artificial intelligence in any process\(^{133}\):

1. Deciding on the usefulness of a given artificial intelligence application, rather than focusing on efficiency or availability;

2. Ensuring the participation of stakeholders (Including marginalised communities and others who will face the implications of using artificial intelligence).


\(^{128}\) The Legal Education Foundation, Digital Justice : HMCTS data strategy and delivering access to justice.


\(^{130}\) Ministry of Justice, Legal Support: The Way Ahead.

\(^{131}\) Kemp, ‘Legal Aspect of Artificial Intelligence’.


COUNCIL OF EUROPE

The European Commission for the Efficiency of Justice (CEPEJ) has adopted a charter establishing principles for the use of what they describe as “AI” in justice systems.134 It suggests the usage of artificial intelligence in civil, commercial and administrative cases, provided that there is an option of appeal available, pursuant to such artificial intelligence usage. Some EU jurisdictions are experimenting with simple algorithms in online dispute resolution for low-value disputes.135

The CEPEJ charter lists the following principles that ought not to be violated in civil, commercial, and administrative proceedings:

RIGHT OF ACCESS TO A COURT:
This refers specifically to the right to a fair trial as guaranteed by the European Convention on Human Rights

ADVERSARIAL PRINCIPLE:
The qualitative and quantitative data used to calculate the claim should be accessible to all, including parties to a dispute.

EQUALITY OF ARMS:
Certain technological advantages benefit some litigants more, and there should be checks and balances against this.

INDEPENDENCE OF JUDICIARY:
There should not be total reliance on the automated resolution of disputes, decisions etc., and the judiciary should maintain checks and balances.

RIGHT TO COUNSEL:

Some technology-enabled online dispute resolution tools are based on the premise of reducing the need for legal representation,136 but the legal representation should be provided for if parties require it.

From the perspective of criminal reforms and technology, it is suggested that algorithmic tools be used to accelerate trials by condensing information for the judges.137 The CEPEJ Charter exercises caution while initiating the usage of tools like predictive policing within the criminal justice framework given the impact on the right to liberty.138 The charter calls for robust monitoring of any initiation of such tools by judicial stakeholders and reiterates that such a decision will not always be about efficiency.139

A proposed checklist before initiating algorithms and artificial intelligence in the

135 European Commission for the Efficiency of Justice (CEPEJ). European ethical Charter on the use of Artificial Intelligence in judicial systems and their environment, p. 44
137 European Commission for the Efficiency of Justice (CEPEJ). European ethical Charter on the use of Artificial Intelligence in judicial systems and their environment.
138 European Commission for the Efficiency of Justice (CEPEJ). European ethical Charter on the use of Artificial Intelligence in judicial systems and their environment, pp.53-54
139 European Commission for the Efficiency of Justice (CEPEJ). European ethical Charter on the use of Artificial Intelligence in judicial systems and their environment, pp.53-54
Setting up of a cyber-ethics framework that respects fundamental rights before initiating the usage of artificial intelligence;

2. Public debates on the tools, which include engaging with all stakeholders in the judiciary and entities that design the tools;

3. Constant monitoring of any new algorithmic and artificial intelligence tools used;

4. Regulating big data and its usage, including within the judiciary.

The proposed use cases for artificial intelligence in the judiciary as per the CEPEJ charter:

The charter has proposed a phase-wise introduction of artificial intelligence in the judiciary. The first phase is focused on improving access to laws and using tools to improve judicial functioning. The first three use cases recommended for using artificial intelligence are:

1. Case law enhancement, which involves using natural language processing to make case law (as well as legislation, conventions, scholarship, and regulations) more easily searchable;

2. Improving the access to laws through court forms and chatbots for efficiency and access for citizens;

3. Creating strategic tools to process and understand court analytics and data to suggest improvements in court functioning based on advanced performance metrics.

The second phase of using artificial intelligence involves its use in calculating claim amounts, supporting alternative dispute resolution mechanisms and helping in criminal investigations. The EU suggests extra caution and studies before initiating artificial intelligence in judge profiling, making judicial decisions and criminal proceedings.

CHINA

The Chinese government has been particularly keen to deploy algorithms and artificial intelligence to improve transparency and accountability in the judiciary. China has tested the implementation of some artificial intelligence tools in its various ‘internet courts.’ The first of such courts were launched in 2019 in Hangzhou, Beijing, and Guangzhou. In the internet courts, cases involving internet services are usually conducted entirely online. Interestingly, these internet courts have been used as pilots for new technologies, which are then gradually incorporated into the workings of all courts. For example, the e-filing processes piloted in the internet courts have now been applied by court divisions in Shanghai, Binhai, and Shenzen. In Shanghai, a six-month pilot project launched in 2020 aims to use algorithms and artificial intelligence to automate some of the work done by courtroom clerks. Ten courts have introduced artificial intelligence tools to perform tasks such as the transcription of case notes, retrieval of files, and management of digital evidence. The changes are expected to free up more time for clerks to work on trial preparations,

140 European Commission for the Efficiency of Justice (CEPEJ). European ethical Charter on the use of Artificial Intelligence in judicial systems and their environment, pp.59,60


as opposed to performing administrative functions. This project was launched following an earlier instruction in 2017 from the Supreme People’s Court that all courts were required, as far as possible, to use speech recognition software in generating legal transcripts. \(^{145}\) The Chinese model emphasises the need for pilot projects before incorporating the changes in technology to all the other courts.

Some of the reforms in using artificial intelligence has focussed on compelling judges to be clear in their reasoning and follow precedent. Two major technologies have been used to enable this. Firstly, there is a ‘similar case’ identification system, which uses artificial intelligence to help judges identify cases with similar factual backgrounds for their reference. This was adopted by several courts, and the Hainan High People’s Court has urged its use at all levels of the regional judiciary. The second kind of technology detects ‘abnormal’ judgements, alerting senior judges that a decision has deviated from past cases and may have been improperly influenced. \(^{146}\) Notably, the implementation of these protocols is directly led by the Supreme People’s Court. \(^{147}\)

The two guiding ethical principles for artificial intelligence in the courts in China seem to be: (1) It must be conducive to fairness, for example by reducing delays and improving accessibility, and (2) it must promote transparency and accountability.

**NETHERLANDS**

In the Netherlands, the use of artificial intelligence and algorithms is a part of the larger conversation on the ‘Dutch Digitisation Strategy’. \(^{148}\) The aim is to transform administration by introducing innovation through big data analytics and artificial intelligence in various fields. \(^{149}\) A section of the strategy is dedicated to protecting the fundamental rights of the people and public values that can be easily disrupted by new technologies. \(^{150}\) The government has formed inter-departmental groups and commissioned independent research related to artificial intelligence. For example, one ministry set up a transparency lab that issues guidelines for transparency in the use of algorithms. \(^{151}\)

The Netherlands will soon begin using artificial intelligence in its judicial system. The Ministry of Justice has organised roundtable discussions on the subject, \(^{152}\) and pilot projects have begun in some courts. For example, in the District Court of East Brabant, an ongoing project in collaboration with three universities seeks to develop a system to deploy artificial intelligence in resolving traffic violation cases. The appeals process for such violations will be partly automated. \(^{153}\) The study also aims to develop a case management tool for judges to use in handling such cases.

**FRANCE**

France has developed a national artificial intelligence strategy that focusses on four key areas: health, transport, environmental
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affairs, and defence and security systems. It released a national strategy in 2018. However, the government has been reluctant to use AI in the judiciary. In 2019, France effectively banned the use of predictive analytics in the legal system.

In recent years, there have been debates in France as to whether judges’ names should be redacted on judgements when they are published online. It is reported that the ban on data analytics may have been a compromise solution which allowed unredacted judgements to be in the public domain, but with restrictions on their use.

**CANADA**

In 2017, the Government of Canada appointed the Canadian Institute for Advanced Research (CIFAR) as the body responsible for leading the country’s $125 million ‘Pan-Canadian Artificial Intelligence Strategy.’ At the federal level, efforts to increase the uptake of artificial intelligence in the legal system are spearheaded by the Department of Justice. The Department’s ‘Artificial Intelligence (AI) Task Force’ is tasked with examining opportunities for the legal sector in the artificial intelligence space. It is also in charge of handling pilot projects involving new technologies. The task force comprises academics, civil society groups, industry representatives, and government leaders.

The Privacy Act (PA) and The Personal Information Protection and Electronic Documents Act (PIPEDA) regulate the government and private organisation’s handling of personal information. Under Canadian law, ‘personal information’ is information that could, either by itself or in conjunction with other information, be used to identify an individual. Under PIPEDA, commercial businesses must adhere to ten core principles when collecting or processing users’ personal information. Data management policies must also be publicised.

Several initiatives in Canada have sought to foster ethical artificial intelligence


development. The ‘Chief Information Officers Strategy Council’ (CIOSC) in Canada produces detailed product standards and forms technical committees to discuss developments in the justice space. Some provincial governments in Canada sought to decongest the legal system by developing ‘Online Dispute Resolution’ (ODR) platforms for low-value civil claims. British Columbia’s online ‘Civil Resolution Tribunal’ offers a ‘Solutions Provider’ to classify claims. However, the actual decision-making process requires human mediators.\textsuperscript{161} The ‘Solutions Provider’ utilises basic algorithms to form ‘pathways’ for users to access helpful legal information. The platform can also be useful in other ways. In ‘strata disputes’, which generally involve two parties from the same condominium or residents’ association, the CRT can help users generate a template letter that they can send to their condominium’s councils.\textsuperscript{162} The CRT was developed and funded by the government of British Columbia.

“Platform to Assist in the Resolution of

\textsuperscript{161} Civil Resolution Tribunal. 2020. Starting a Dispute. Civil Resolution Tribunal, Available online at https://civilresolutionbc.ca/tribunal-process/starting-a-dispute#1-apply-from-the-solution-explorer (accessed on 28 August)


Litigation Electronically” (PARLe) is an ODR platform operating in Quebec. The project is the result of a partnership between the non-profit ‘Cyberjustice Lab’ and Quebec’s Ministry of Justice and consumer protection agency (the OPC).\textsuperscript{163} PARLe uses a ‘chatbot’ and an artificial intelligence-supported document triage system to determine whether the applicant is eligible to use the service for their claim.\textsuperscript{164} This enables the system to gain information about the types of documents associated with small-claims cases. The PARLe platform is open-source and customisable for the needs of particular sectors.\textsuperscript{165} Open-source designs allow for the needs of each context and jurisdiction to be appropriately recognised whilst also potentially allowing the artificial intelligence tools to be enhanced and iterated upon based on their performance in different legal environments.


\textsuperscript{165} PARLe. Transform the Court Experience with Online Dispute Resolution.
Section 6:
An institutional arrangement for the regulation of algorithms
After describing the regulatory challenges posed by recent advances in algorithms and the values that should be preserved in their use, we propose a regulatory framework for algorithmic accountability in the justice system and the legal profession.

The necessity of a regulatory body under the judiciary

JUDICIAL INDEPENDENCE

Many of the ethical concerns that algorithmic decision-making raise vary between sectors, in both composition and magnitude. Many recommend that the regulation of advanced algorithmic technologies, typically grouped under the umbrella term of ‘AI’, be taken up by sectoral regulators. Notably, NITI Aayog recommended this in their approach paper on an AI strategy for India and its subsequent working document, ‘A Responsible AI for All’.

For ethical concerns that cut across sectors, others recommend relying on a central regulator to frame an agenda, drive research, and framebroader policy and ethical standards. The roles of fully-centralised regulators include developing standards, tests, audit tools and methodologies, and certifications for technologies. Such a regulator would lack the judicial expertise and authority to make decisions that are binding on the judiciary. They might also violate principles of judicial independence. Therefore, independent regulation of algorithms in a judicial context is necessary.

An independent regulatory body for algorithms in the judiciary due to their unique regulatory challenges. Both legal and technical expertise are necessary to understand the implications of using a particular algorithm in a given context. Regulation may be more successful if overseen by a body accountable to the judiciary than by judges and court staff themselves, who may lack the technical expertise required for this task.

ADVANCED ALGORITHMS CHALLENGE LEGAL CONCEPTS

There are several unique features of algorithms that challenge fundamental legal concepts. The most important of these is the fact that algorithms can make choices. Sometimes, these choices have a moral dimension, even if it is not readily apparent, because the exercise of morality in decision-making is often implicit and assumed during the design and development process. The challenge, according to Jacob Turner, is that technology is ‘interposing itself between humans and an eventual outcome’, in matters that would be said to involve the exercise of moral judgment if done by a human. In the judicial context, where the impacts of even mundane, ostensibly administrative choices can have serious consequences for those involved, this is even more concerning.

As discussed earlier, applying rules to algorithms intended to be administered by humans, even administrative and procedural ones, may become problematic. This is because algorithms typically require inputs to be in quantitative/numerical form, but not all factors can easily be measured in a quantitative/numerical - to do so may require us to make certain assumptions. To return to the example of a scheduling algorithm, the characteristics of cases that determine their duration may include factors such as the details of events that led to a dispute such as the personal motivations of the litigants in contesting or prolonging the case. These are not easily captured in an objective scheme of classification, but the developers may choose to assume that the laws under which the case is filed may capture it adequately. The
capability of machine learning algorithms to learn in a manner unintended by their creators, and eventually, to write new algorithms that give them complex capabilities is also problematic.\textsuperscript{169}

Turner argues that they are qualitatively different from other entities capable of independent adaption, like bacteria in a lab, because of their capacity to interact with and follow rules that humans have written.\textsuperscript{170} This fact means that it is tempting to utilise algorithms in domains such as law because their immense capabilities could potentially be applied to solve numerous problems. However, Turner identifies three features of the existing law that make them inadequate to govern algorithms appropriately: the law leaves gaps for human discretion; it is not static and may be overruled by courts; and the increasing opacity and unpredictability of complex algorithmic decisions, even in compliance with the law, is problematic because the law as designed to be followed by humans assumes a degree of moral capacity in those humans, and even trivial decisions very often have a moral component.\textsuperscript{171} With regard to the latter point, he states that “the increasing unpredictability of AI renders it ever more difficult to tether each decision AI takes to humans through a traditional chain of causation.”\textsuperscript{172}

### Advanced Algorithms Present Significant Problems Specific to the Judicial Context

The principles of natural justice, as ruled in A. K. Kraipak & Ors. Etc vs Union Of India,\textsuperscript{173} are that no one shall be a judge in his own case, no decision shall be given against a party without affording him a reasonable hearing, and judicial enquiries must be held in good faith and without bias, and not arbitrarily or unreasonably. Algorithms may violate these principles, given the various forms of bias that may occur and the difficulty of understanding their reasoning, as discussed earlier.

While Section 4 discussed the more general concerns regarding explainability, there are some concerns specific to the judicial context. Many make the argument that accuracy, rather than transparency, is a much more important parameter in various fields (such as medicine),\textsuperscript{174} but this position will find little support in the legal context because of the principle that all parties to a dispute must be satisfied that the processes that lead to a judicial decision are fair, even administrative ones.\textsuperscript{175} This may be extended to investigating officers and other agencies in criminal cases, where explanatory standards may be applied even to human officials.\textsuperscript{176}

Understanding the reasoning for a judgment is a key element of procedural due process, and therefore any algorithms used in the judicial process must meet high standards of explainability. Using more transparent but less accurate algorithms where acceptable or avoiding them altogether until algorithms that meet standards of accuracy and transparency are both preferable to using an accurate but inscrutable algorithm in the judicial context.
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These concerns mean that regulations and procedures must be developed to test, certify, and audit algorithms and the data used in support of judicial decisions to ensure that bias is minimised and that their use is safe and fair for a given use case. Algorithms must meet higher standards of fairness and scrutiny for use within the judiciary. Thus, this requirement presents technical challenges. Independent regulation is necessary for the judiciary to benefit from algorithmic support keeping in mind principles of natural justice and constitutional values.

Another concern is the explainability of algorithmic processes. Since the process by which cases are decided is integral to judicial decisions' legitimacy and binding authority, knowing how a decision was reached is much more important in the judicial context than in others. Explainability and bias in algorithmic decision making, particularly in the judicial context, are discussed in more detail later in this section.

**LEGISLATION AND COMMON LAW ARE INSUFFICIENT TO PREVENT ALGORITHMS FROM CAUSING HARM**

The motivation for recommending that the judiciary creates within it specific and independent regulatory capacity for its use of algorithms derives from the fact that their inherent characteristics are best suited to monitoring, approval, certification, and auditing by an expert body. The legislature is a body of generalists, lacking in expertise.\(^\text{177}\) Also, allowing them to formulate rules for the judiciary could hurt judicial independence, and there is potential for external ideological, partisan, and lobbyist influence.\(^\text{178}\)

Allowing principles and laws to be set exclusively through judicial precedent and the application of existing laws and rules has other issues. Without any dedicated regulatory regime for algorithmic accountability, multiple overlapping laws and case laws can be applied to algorithmic harm, and many potentially contentious determinations such as the type of liability (eg. strict liability vs vicarious) of the creator will be highly contested, particularly in the event of conflicting decisions between courts of origin and appellate courts.\(^\text{179}\)

Cases involving harm due to advanced algorithms may only reach the court after harm takes place, which means that an opportunity to prevent harm has been lost.\(^\text{180}\) As observed by the UK House of Commons Science and Technology Committee,\(^\text{181}\) resolving conflicts resulting from algorithms’ actions can be
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expensive and time-consuming. The opacity of machine learning algorithms and the difficulty in determining liability for their actions mean that small, yet severe harms may take place and courts would not be able to respond in a timely fashion.\textsuperscript{182} The complexity of algorithms and the difficulty in discerning causality also means that considerable expertise is required to determine the extent of liability, and most judges lack this technical expertise.\textsuperscript{183} Regulators must possess this expertise unless and until standards for scrutability and explainability are developed and enforced, and are capable of being used to conduct audits of compliance.

We have established that a significant level of harm and misconduct can go undetected or un-attributed due to the opacity and complexity of advanced algorithms. Cases involving algorithmic harm that reach courts are a small, non-representative sample of all cases where algorithms have harmed a human. Many known patterns in pre-litigation activities, such as negotiations of out-of-court settlements, will further reduce the number of these cases that are resolved in court. As Turner observes, vendors creating or otherwise providing algorithmic tools, products, and services may be willing to settle out of court with victims of harm to avoid damage to their reputation, and the costs of litigation may similarly deter the victims from filing a suit, making settlement a probable outcome.\textsuperscript{184} Many types of harm or dispute, and the technological and contextual factors which caused them, may not receive the comprehensive preventative attention that rules and a regulator could provide. Allowing the law on algorithms to evolve through judicial precedent is therefore inadequate to deal with many of the forms of harms or disputes algorithms can inflict.\textsuperscript{185}

**Regulatory and organisational challenges resulting from the use of algorithms in the judiciary**

The ethical challenges of implementing algorithms within the judiciary raise many questions regarding governance and regulation. Many of these concerns emanate from the use of algorithms in general, and their use in public institutions. However, some concerns are specific to the judiciary. A regulatory framework for the development of algorithms for judicial systems must enable the following:

a. upholding ethical principles and due process,

b. developing means of testing compliance with regulations,

c. ensuring that these tests are flexible enough to apply to unforeseeable developments in algorithms’ technological capabilities, and

d. addressing any malicious or accidental harm that is caused by the use of algorithms.

Translating ethical principles into design and action is difficult. Therefore more concrete challenges must be addressed for citizens to trust the expansion of the use of algorithms in the judiciary.\textsuperscript{186}

**Defining the regulatory unit**

Attempting to arrive at a non-controversial definition of artificial intelligence, even for the purpose of general or academic use, is

impossible. As mentioned earlier, doing so for the purpose of regulating its judicial application is much more fraught with controversy, given the level of precision and logical consistency required and the dependence of a general definition on a consensus regarding the meaning of ‘intelligence’.187

Rights and responsibilities

The body would need to perform multiple roles to achieve the regulatory goal of ethical and responsible use of algorithms. First among these would be the formulation of policy, developing model rules and regulations for the use of algorithms in the judiciary and the legal profession.

As mentioned earlier, there are numerous rights and principles that the judicial process is intended to uphold, including fundamental rights, principles of natural justice, and due process. The development and use of algorithms should be consonant with these rights and therefore specific rights and obligations relating to the use of algorithms should be developed. The following are some indicative examples:

1. The right to be informed that inferences derived from algorithmic data processing are being used in any administrative decision188

2. The right to an explanation of how an algorithm arrives at a decision or an inference that supports a decision;
   - the right to know what data was used and how it led to the inference or decision, including their relative weightage, and how the inference or decision might have been different if one or more of the parameters in the data were any different; and
   - how the inference will be used to make or support the making of a decision.

3. The right to a human-only review of decisions with algorithmic input.189

4. The right to object to being the subject of a decision with algorithmic input.
   - The right against the use of any decision based on an algorithm-generated psychological or cognitive profile or assessment, including as evidence.190

While the rights listed above would ideally apply to algorithms in a non-judicial context as well, there is a need to list rights specific to the judicial process in the interest of natural justice and due process.

5. The right to challenge the accuracy of algorithmic tools and the inferences they generate when they are relied upon by courts, law enforcement agencies, and investigation agencies. John Lightbourne suggests that “A defendant should have the ability to provide evidence suggesting that the tools used against him or her are flawed—just as he or she would with any other piece of evidence.”191
   - The right to all information on the


189 This should not be an extensive right applicable in all situations, but in situations where the algorithms used are sufficiently advanced an opaque, and when the decision is of high enough consequence. For example, there isn’t right to human review of decision

190 This is a modified version of the right in Article 4 of GDPR, which uses a more vague definition - “any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person.” That could possibly be covered by a general right to object to being the subject of a decision with algorithmic input. This modification is intended to focus on the use of profiling to make generalised assertions about a person’s character, or to assign a score for an assessment such as likelihood of recidivism. Such scores and profiles are aggregations resulting from what are essentially complex statistical operations. Recalling the distinction between correlation and causation, it is very important to note that an immense body of well-designed and robust empirical research across multiple disciplines, including sociology, psychology, and economics, would be necessary to claim a causal relationship between an algorithm-generated score and something such as recidivism.

process by which the tool was selected for use by the judiciary, including information on the performance criteria used and any evaluations conducted. There is precedent in the USA for using the proprietary nature of algorithms used in the process to prevent such disclosures, and revelations from such disclosures have revealed the tool's performance to be well below standards necessary for use in the judicial context. 192

A similarly indicative and non-exhaustive list of the obligations of the judiciary, the institution itself, and any third-party vendor who may conduct algorithmic processing on their behalf, whether public like the NIC or a private vendor, may consist of the following:

1. The obligation to hold a wider public consultation, to understand the range and prevalence of opinions on the use of algorithms within the judiciary. This must also include a process of spreading awareness on these technologies and their impact, in context. A part of this includes the publication of all documentation of the development of these systems, including mandated impact assessment and compliance with the applicable privacy regime. They must receive and respond to public feedback and queries, within a defined, reasonable period of time.

2. The obligation to inform any person that they are the subject of an algorithmic decision, in observance of the right stated earlier. This also includes providing them with any documentation on the nature of that algorithmic process, covering the data pertaining to that person that is used in this process as well as how the output of the algorithm will play a part in this decision.

3. The obligation to provide a person with an explanation for how the algorithm produced the output that either made or supported a decision impacting them in some way, but particularly as an outcome of a case in which they are a party. This explanation must meet contextual standards of explainability set by the body itself.

4. The obligation to conduct an algorithmic impact assessment to understand the potential harm that could result from an algorithm’s use in making or supporting a decision.

5. The obligation to only use algorithms within the regulatory, legal, and constitutional limits, and to implement appropriate technical, organisational, and procedural safeguards to ensure that these limits are not violated.

6. The obligation to provide for a grievance redressal mechanism to redress any harm resulting from algorithmic decision-making in the judiciary, in which the body would be responsible for providing the Supreme Court and High Courts with technical and policy inputs.

Composition - competencies, representation

A body is necessary to determine the changes to be made to legislations, rules, and practices to ensure that algorithms are used safely and responsibly, in consonance with constitutional rights and principles in the judiciary.

Such a body should be created by statute so that it has the authority to draft regulations on the use of algorithm, alternate dispute resolution (ADR) fora, and other institutions in the criminal justice system that participate

in judicial proceedings.

**Accountability to the judiciary**

In order to preserve the autonomy of the judiciary, we propose that the regulator be ultimately accountable to the Supreme Court of India, possibly to a relevant committee of the court such as the Artificial Intelligence Committee, which was constituted to identify and implement AI in various use cases.\(^{193}\)

**Judicial representation**

The regulator must be led, on a more operational basis, by a person representing the judiciary and familiar with its needs, values and principles, rules, and procedures. This will ensure that the regulator can effectively ensure that the use of algorithms in the judiciary is in accordance with constitutional values, fundamental rights, and ethical principles and to identify opportunities for the use of emergent technologies to improve access to justice.

**Technical expertise**

One principal motivation for constituting a permanent regulatory body for the judiciary is, as mentioned earlier, is that judges and court staff lack the expertise to oversee the regulation of algorithms. This expertise is essential for framing technical standards, monitoring the ongoing use of algorithmic tools, enabling technically informed and up-to-date policy, and providing technical inputs to the others in the body since their roles will require a degree of familiarity with current and emerging technologies. The inputs of both private sector experts and academicians would be necessary to understand the theoretical and practical dimensions of algorithm-based decision making systems and their capabilities.
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regard to the representation of disadvantaged groups, especially since social and economic disadvantages have an impact on access to justice.

Research and Operational staff

The body must have dedicated operational and research staff with appropriate expertise for managing administrative matters and researching various aspects of law, data science, and information technology.

Integration with E-Courts and other initiatives

It is important to note that despite implementing technical and procedural measures to imbue algorithmic systems in the judiciary with fairness, this may fail to prevent the systems from embedding historical biases unless the development of these systems is harmonised with a broader reform programme to increase access to justice equitably. 194 A dedicated body can help coordinate this process. The draft Digital Courts Vision & Roadmap of Phase III of the eCourts Project, which proposes the next phase of digitisation of Indian courts, suggests that digitisation initiatives be overseen by a National Judicial Technology Council (NJTC). 195 This body would be responsible for designing and developing technological solutions for the judiciary, built upon a digital platform. It would develop and set technological standards that ensure that the technology being used is compatible with the constitutional, and legal principles. The proposed NJTC would be well-placed to oversee algorithmic accountability within the judiciary, given its representation of citizens and multiple levels of the judiciary and its technological expertise. It would be able to ensure that algorithms can be incorporated into future judicial systems in a way that maximises the benefits of such technology while avoiding the concerns discussed earlier. In keeping with the federal administrative structure, High Court Computer Committees (HCCC) represent the needs of their respective jurisdictions, and would retain authority over development and implementation of digital infrastructure and software modules in the E-Courts project as per the Phase III Vision document. They would therefore have considerable responsibilities with regard to overseeing the use of algorithmic tools, both for High Courts and for District Courts.

Since High Courts have superintendence over all courts in their jurisdiction as per Article 227 of the Constitution of India, they are not bound to adopt any policy for algorithmic accountability that is set by the NJTC. While their representation in the NJTC should help ensure that they have a role in formulating policy that the NJTC proposes, HCCCs would be able to draft or modify their own policy as their needs require. Sharing of knowledge between HCCCs, and between HCCCs and the NTJC, will make this process much more effective.

Regulatory activities

The task of answering critical ethical, legal, and technical questions will be among the most important activities of the regulatory body, even though these answers cannot be static. Linking algorithmic accountability with the data protection regime will be an integral part of this. The regulatory framework depends on what forms of algorithms apply to a given context, given the answers to these questions. Making and codifying key policy determinations, such as specifying situations, decisions, and roles in which algorithms of a given complexity, or indeed

195 [https://cdnbbsr.s3waas.gov.in/s388ef510b911e4d2b89e8d8b1d807a81ab/uploads/2021/04/2021040344.pdf](https://cdnbbsr.s3waas.gov.in/s388ef510b911e4d2b89e8d8b1d807a81ab/uploads/2021/04/2021040344.pdf) (accessed on 2021 05 10)
any algorithmic process at all, must never be used, is an essential part of policy formulation for algorithmic accountability in the judiciary. Another related policy choice that the body would be responsible for is determining the requirement for human oversight, based on the use case, its sensitivity, the complexity and opacity of the algorithm, and the potential impact on the subject of a decision.

**Standard-setting**

Given that policy will necessarily be broad and not technology-specific so that it can continue to be applicable to emerging and new technology, the body will need to serve as a standard-setting body. To begin with, the regulator would need to set the technical standards to enable sophisticated processing of judicial information in the first place. This entails selecting and specifying a ‘markup language’ that renders judicial documents readable by algorithms by assigning a category to a document’s various elements. For example, this is what would enable a lawyer to search for judgments, pleadings, or any other document for all cases filed under a given section of a given statute within a specified time period. Currently, this has been done by private law databases such as Manupatra and Indian Kanon. The body would also need to specialise the protocols by which various kinds of judicial data are made accessible to algorithmic tools.

As mentioned earlier, it will need to create objective standards for transparency, explainability, and other principles that algorithmic solutions must comply with, given the context that it will be used. To operationalise these standards, the body must set criteria for testing the extent of an algorithmic tool’s compliance with relevant policies and ethical standards. Finally, the body should have the authority to certify and deny certification to any algorithmic tool developed for judicial use, administrative use in the judiciary, and the legal profession, based on their performance on these tests.

**Selection, certification, and audit of algorithmic systems**

The regulatory framework should define the scope of activities in which the use of algorithms is appropriate and justifiable, based on constitutional values, existing laws and practices, and known regulatory difficulties and ethical concerns regarding algorithmic decision-making. Based on these activities, it should define the criteria for the selection of the appropriate algorithm-based tool for the proposed use case and provide a test to ensure that the use is compliant with the selection criteria. The criteria for the quality, completeness, and accuracy of judicial data must be established at the outset, given the significance of data quality in mitigating pre-existing bias. The criteria for evaluating the appropriateness of data for a given use case must be established right at the beginning of development.

Regulating access to the use of judicial data, the use of other data with advanced algorithms by the judiciary, and the use of advanced algorithms in general, must be governed by a judicial privacy framework capable of addressing the risks and vulnerabilities the
advancement of algorithms has created. Measures such as data protection impact assessments should be duly incorporated within these frameworks and accompanied by a complementary impact assessment for algorithms, adapted to the context, use case, and the dataset in question.

Algorithmic audits should be conducted within the judiciary to ensure that algorithms perform as intended and are respectful of rights. The performance of algorithms must be benchmarked against humans currently performing the same tasks, such as scheduling hearings, and performance improvement thresholds must be set to ensure that their use in a given application is worth the cost of development. Efficiency is only one parameter in which the use of algorithmic tools can be used to improve performance. Others include the forms of bias and inconsistency that human officials may be prone to and which algorithms can eliminate. Algorithmic audits should address the ethical concerns discussed earlier and compare proposed algorithmic tools with the pre-existing human processes. Even if an algorithm significantly outperforms humans in a given task, it must meet stringent safety, privacy, fairness, predictability, and explainability standards so that its use does not raise ethical questions.

The body would need to select and/or develop an audit framework for using algorithms in the judiciary. Therefore, one of the first tasks would be selecting the system and procedure of auditing algorithms and then specifying what documentation is needed to establish an ‘audit trail’. One example is the DEEP-MAX framework, a scorecard for algorithm-based tools based on a combination of ethical and public policy challenges, including fairness, transparency, auditability, diversity, data protection, and equity, for example. Such a scoring system could potentially be developed especially for the judicial applications of algorithms, and factor in appropriateness of the proposed tool for a given use case.

AI Now proposes a model of algorithmic impact assessment, which includes obligations to conduct a self-assessment to identify and publish potential sources of bias, errors, and harm, and set out mitigation strategies, as well as a more generalised explanation of its workings, comprehensible to a layperson. This approach also includes the obligation to allow legal challenges to the system after the publication of documentation and addressing public feedback, and giving access to the system to external researchers, enabling transparent and independent evaluation.

NITI Aayog has proposed a self-assessment guide that includes many of the same obligations but is more closely tied to the model development process. Although only an abridged version is currently available, the broad outlines of both the NITI Aayog and AI Now self-assessment criteria would be applicable in the judicial context once adapted to include principles of natural justice, due

---

200 Under the Personal Data Protection Bill, 2019, ‘Data Protection Impact Assessments’ must be undertaken by entities possessing a quantity data above a threshold of volume, sensitivity, and other characteristics, or who intend to process it with ‘new technologies’, of which advanced algorithms could be one. This assessment must contain the methods used to process data, the method used to do so, the purpose of processing, and the nature of data required. The person or organisation under assessment is also required to submit details of potential harm that would result from their activities, and what safeguards they will implement to prevent it. This assessment is then reviewed by the Data Protection Authority that the Bill proposes to establish.
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process, constitutional values, and concrete means of testing them. Periodical review of impact assessments is an essential part of this obligation.

**Grievance Redressal, Ownership, Liability**

How the regulatory framework ensures algorithmic accountability will depend heavily on how legislation, rules, and an adjudicatory process, address harm, whether accidental or malicious, that is caused by data breaches, discrimination, bias, or any other violation of human rights and due process resulting from an algorithmic decision. It should also address how to respond to failed audits and discover irregularities or potentially harmful occurrences in an algorithmic system, even when harm occurs. The framework should complement and refer to privacy regulations for judicial data wherever necessary.206

The process of engagement with private sector vendors for the development and/or procurement of these tools, including the liabilities associated with the use of any application, need to be clearly specified. It is foreseeable that the body may recommend adopting private-sector solutions to save on development and deployment costs.

NITI Aayog recommended that strict liability should be avoided in favour of a negligence test and that liability should be limited if a producer of AI tools took necessary precautions during development and implementation.207 They argue that where multiple parties are responsible for developing a system that causes harm, they should bear the proportional liability and not joint and several liability, and that damages should be apportioned only based on actual harm.208

Robert Turner provides an overview of the advantages and disadvantages of different types of liability, recommending that a general regulatory framework should specify the contexts in which each one would apply. For example, vicarious liability has the advantage of enabling the recognition of the limited agency of sophisticated algorithms while still providing for compensation of victims from
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the producer. However, there is no clarity on the extent of the relationship between the victim and the producer of the algorithm that is needed for the producer to be held liable. Criminal law, on the other hand, may be more closely aligned with the prevailing morality. However, criminal liability requires *mens rea*, meaning that it will be difficult to prove that a human creator is responsible for harm caused by an algorithm as algorithms become more advanced. This creates a ‘retribution gap’. Criminal liability is also likely to result in ‘overdeterrence’ from the development of algorithmic tools.

It is clear that the regulatory framework must address how the various public sector and private builders of algorithmic solutions for the judiciary must be held responsible for their creations, and the degree of the judiciary’s own responsibility in each context must also be specified. A grievance redressal mechanism must be provided for, containing means to escalate complaints to the judiciary. Ownership of intellectual property must be factored into the relationships between the judiciary and private vendors of algorithmic tools. In the controversial cases about bias in the COMPAS algorithm, information about and explanations for the working of the algorithm were withheld on the grounds of being a trade secret of Northpointe, the private sector provider of COMPAS.\(^\text{209}\) To avoid these situations and to guarantee procedural justice, the terms by which the judiciary can engage private sector developers must specify terms of ownership and disclosure of the algorithmic system itself, to render it transparent when necessary for judicial proceedings.

**Public Consultation and Engagement**

Engagement with citizens, judges and other judicial stakeholders, lawyers, and experts from academia and the private sector will be critical for these regulatory concerns to be effectively addressed. At the outset, continued engagement with these stakeholders must be planned so that their feedback will shape the policy for use of algorithms in the judiciary. The normative consensus is well recognised as a requirement for effective governance of algorithm-based decision making tools,\(^\text{210}\) and regulations must be both understood and supported by citizens for them to be effective.

**Training and education within the judiciary**

To equip judges to adjudicate algorithmic accountability, the regulatory body can utilise its expertise to develop training programs and educational materials and provide support to judicial academies. It is possible that given the pace of technological development, common law will be important in establishing a framework for algorithmic accountability,\(^\text{211}\) and therefore it is all the more important that judges are given adequate support and training in this regard. As the use of algorithmic tools expands within the judiciary, particularly for administrative and clerical purposes, the body could also develop training materials and programmes for the registry and clerical staff where necessary.

**Implementation**

The regulatory activities discussed above may be split into a loose grouping of stages to serve as a template for the process of overseeing and regulating algorithmic tools. Some concerns must be addressed at the level of design and objectives. Other concerns pertain to the development and implementation which has already taken place (including the development predating


any regulatory framework). Some concerns can only be dealt with through continuous monitoring and oversight of algorithmic tools once they are operational. In each stage, regulatory mechanisms must be adapted to deal with these issues, both before and after a regulatory body such as the NJTC is created and the HCCCs gain the capacity to effectively regulate this area.

**Before development**

The initial concerns which would need to be addressed are at the ‘macro level’, concern strategy and institutional goals. The development of algorithmic tools and software applications must ideally occur once the judiciary adopts a policy for algorithmic development that addresses the concerns discussed above and demarcates the mission, purposes, and applications for which algorithmic software tools may be developed. The terms of reference of the NJTC/HCCCs if and when they are established, should explicitly demarcate their responsibilities in this area. The strategy and policy for algorithmic development in the judiciary must provide for development based on constitutional, legal, and jurisprudential considerations, as well as principles for evaluating whether development has addressed these. This would formalise rights and obligations, oversight responsibilities of the NJTC/HCCCs and the necessary regulatory capacity, and the essential processes of public consultation and grievance redressal. Policy is necessary to assign individual responsibilities both for oversight and for adverse events resulting from algorithmic processes and determine the means and process of compensating those affected.\(^{214}\)

Irrespective of the existence of such a policy, any development project must involve a process of adopting technical standards and metrics to assess whether the proposed application has addressed ethical and legal concerns. This should be a transparent and open process involving extensive public consultation and peer review. This is the stage at which the key questions of how ethical principles, procedural law, and any algorithmic accountability policies are translated to code and algorithms must be closely monitored, both internally by the NJTC/HCCCs and externally, as errors in doing so are a significant cause of harm inflicted by algorithmic systems.\(^{215}\) Metrics should also be adopted to indicate compliance with other policies that would affect the use of algorithmic tools, such as privacy regulations.\(^{216}\)

The NJTC should ideally create a ‘sandbox’, a safe environment in which to develop algorithmic tools. In a sandbox, developers operate under close supervision,\(^{217}\) enabling the NJTC/HCCCs or a vendor appointed by them to identify concerns and vulnerabilities, but also to explore the potential of algorithmic tools.\(^{218}\) Sandboxes enable third parties to test and train algorithms without needing actual access to the raw data, enabling the development of algorithmic tools to increase access to justice without compromising privacy.\(^{219}\)

At the time of conception of an algorithmic tool

---
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for judicial administration, the first question to address is the necessity for such a tool, and comparing it against alternatives. Since development of automated applications requires time and resources, if the performance of a given system is already satisfactory, those resources may be instead directed towards developing software to address processes that fail to meet performance standards.

If there is a strong case to develop the application, then the next task would be to systematically compare the expected benefits of that system with alternatives, which may or may not be algorithm-based systems. Consider the example of a proposal to introduce a tool to support case management by identifying which legal cases are likely to need more time to dispose of. While different alternatives for algorithmic tools should be compared, other measures, such as passing and enforcing precise, technology-neutral case management rules should be explored, as should options which combine both approaches. As part of this comparison, the nature of human involvement required should also be studied, ranging from a human actor such as a judicial officer merely providing approval or authorisation for a decision reached by an algorithmic process (which we will refer to as “automation”) or more actively participating in the decision-making process with algorithmic assistance (which we will refer to as an “augmented” decision-making process). 220

If the project clears this stage, estimates of resource requirements and budgeting must be prepared and evaluated. This must be accompanied by an assessment of personnel changes, training, and change management is necessary, and if so, to what extent.

During development and implementation

If the NJTC/HCCC finds it feasible to provide these requirements and if, the project should be tested and demonstrated, first in a sandbox, and then in a pilot study. Prior to the sandbox test, the algorithms/model selection and data (including training data and test data) to be used in the pilot should be made public, as should the plan for documentation and reporting of each stage of the pilot. A key part of the pilot should be seeking feedback from litigants, lawyers, witnesses, and other participants periodically.

If the judiciary has not adopted a broad-based policy on algorithms when the development of an algorithmic tool is initiated, the NJTC/HCCC must provide a legally binding guarantee of the rights of litigants, lawyers, and other participants, and affirm their own responsibilities (both rights and responsibilities were discussed earlier). It should also indicate the rights and the responsibilities of the NJTC/HCCC and/or vendor with regard to the judiciary’s regulations on privacy. 221

All documentation, training and test data should be published, and the contents of this documentation should be specified in the regulatory framework. It should include software code, datasets and datasheets which document key attributes of the datasets in a specified format, development and research methodologies, training materials, and any information and research that was relied upon in the development process. 222 This documentation must contain an explanation of the workings of algorithms, the nature of insights that will be derived from the data, how they are intended to be used to support administrative decision-making, and
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must detail potential sources of bias and all methodologies that are employed to address them.223

For systems developed and implemented by a private vendor appointed by the NJTC/HCCC, the contractual relationship between the NJTC/HCCC and the vendor, the procurement/appointment process that was followed, and the nature of the vendor’s responsibilities (and liability) should be published. The vendor should maintain copies of all records as described above. Copies should be provided to the NJTC/HCCC, in order for it to be able to provide transparent and informative responses to applications under the Right to Information Act, 2005 (RTI Act). Contracts for engaging any vendor should prevent them from asserting legal claims against any researchers who conduct research on the algorithmic system. This should apply only to research that is conducted in academic interest or by either the State or civil society in the public interest.224

Any vendor contracts should be updated to be compliant with the regulatory framework. Since standards and metrics for performance and compliance with the ethical component of the regulatory framework would have been established in the previous stage, data on the pilot study should be frequently published and updated to inform citizens, the NJTC/HCCC, and other stakeholders. Complete documentation and reports should be presented to the NJTC/HCCC and published in an accessible manner for review, and in support of public consultation, to evaluate the effectiveness of the algorithmic tool/system.

Projects which began before the implementation of any regulatory framework should be re-evaluated, and modified accordingly. The use of tools which fail to meet these standards, and which cannot be modified to be compliant, should be discontinued.

**After full-scale implementation: ongoing continuous regulatory activities**

The NJTC/HCCCs and supporting offices, such as technology offices proposed in the Vision Document, should be endowed with the resources to conduct research on, and anticipate, emerging regulatory challenges that could render present or earlier systems vulnerable, even if security protocols are adequate for present threats to algorithmic systems. Periodic review, and if necessary, revision of standards will be necessary for a robust and effective regulatory regime.

Any vulnerabilities, data breaches, or any modifications made to the tool after its introduction, should be communicated to all individuals to whom the data, or any insights that the algorithm generates, pertains to. If the tool is developed or operated by a vendor, they must communicate such change to both the people affected as well as the NJTC/HCCC.

The NJTC/HCCC should periodically conduct algorithmic audits to verify that the tool is performing as intended and meets the benchmarks adopted at the outset. The data used to conduct these audits should be made available to enable independent verification of their outcomes. Vendors should be contractually obliged to cooperate with these audits.

In addition to the performance of tools themselves, the NJTC/HCCCs should ensure that mechanisms for grievance redressal and public engagement are working efficiently and that their responses are being fed into improvement of future algorithmic systems.
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